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The Graph Neural Network (GNN) is a sort of Artificial Neural Network used to 
anticipate a system's performance. In order to calculate the dynamic viscosity of 
nanofluid, a neural network is usually utilised for simulation. GNN has been 
proven to be quite beneficial in numerous studies. GraphSAGE and Artificial 
Neural Network-Multilayer Perceptron are two different forms of GNNs 
employed in this study (ANN-MLP). To compute the flow of nanofluids in porous 
media, the ANN-MLP with Levenberg-Marquardt training method is utilised. The 
model's data was gathered from the literature. By examining the value of R2, the 
hidden neurons for the neural network are carefully picked. The GNN is capable 
of simulating nanofluid dynamic viscosity. The simulation provides beneficial 
information. 
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1.  Introduction  

A graph, according to Zhou et al [1,] is a type of data structure that can model a set of data as vertices 

(nodes) and their relationships as edges. Due to the rise of the Industrial Revolution 4, the graph has 

played a significant part in machine learning and artificial intelligence (IR4.0). Researchers that combine 

graphs with machine learning receive a lot of attention because the graph has a lot of promise since it 

can deal with a lot of data or systems, such as data from social sciences (social networks) and natural 

sciences (natural networks) (physics, chemistry, and biology). 

1.1.  Graph Neural Network and Its Application  

The Graph Neural Network is a computational technology that is utilised in a variety of fields. 

According to Irfan et al. [2,] dynamic viscosity of nanofluids is essential in oil and gas, especially in 

oil recovery. Artificial intelligence, according to Ahmadi et al [3] is one of the strategies utilised in 

oil recovery, and it has been introduced to be useful in modelling the dynamic viscosity of 

nanofluids. It can be used with multilayer-perceptron, regression forest, and other techniques, 

according to Ramezanizadeh et al [4] and Ahmadi et al [5]. The Neural Network, on the other hand, 

is primarily utilised for forecasting. Its input and output data are coupled for predicting purposes, 

similar to neurons in the human brain [6]. 



 

Directed and undirected graphs are the two types of graphs. The former has symmetrical edges 

between two vertices [7], while the later has symmetrical edges between two vertices [8]. A graph 

G is defined as a pair (N, E), where N denotes the number of nodes and E denotes the number of 

edges. At least one edge exists for each node [9]. The nodes are dendrites, and the output is the axon 

terminal, with the signal being transmitted by myelinated axons [6]. According to Zell [10], the 

inputs or signals in artificial neural networks are real numbers, and the connections are transfer 

functions. There is a weight that exists between two nodes that modifies as needed during the 

training process. In an artificial neural network, the weight is crucial since it determines the most 

likely value or weight during simulation. There are other techniques for calculating the weight, 

including calculating the mean squared error, calculating correlation coefficients, and so on [4]. 

GNN (Graph Neural Network) is a hybrid of a graph and a neural network. GNN has been used 

to a variety of fields, including social and natural sciences [1]. It is mostly used for forecasting 

purposes. Its major features are nodes as inputs and outputs, with their weight and transfer 

functions linking the nodes together. 

1.2.  Model of GNN: GraphSAGE and Multi-Layer Perceptron 

The frameworks of the neural network must be understood in order to simulate the process. 

The framework of GraphSAGE was introduced by Hamilton et al [12]. It is highly handy to construct 

a low-dimensional vector of nodes from a graph with numerous properties that represent nodes. 

GraphSAGE produces characteristics based on the node's immediate surroundings [1]. This is 

especially beneficial for unseen nodes, as their nearby neighbourhoods can be used to represent 

them. 

Multi-layer perceptron is another variation of GNN framework. The multilayer perceptron is the 

preferred framework for this study since it is simple to use and requires few resources. In comparison 

to GraphSAGE, the programme required a high-end processor to run. MLP can be executed on low-end 

hardware with a simple MATLAB programme. MLPs are a type of feedforward neural network that has 

multiple layers of input, hidden layer, and output. The concealed layer's size is usually decided through 

trial and error. It works in the same way as GraphSAGE, where aggregation determines a feature's prior 

feature. 

1.3.  Nanofluids Dynamic Viscosity Prediction 

Primary oil recovery, secondary oil recovery, and enhanced oil recovery (EOR) are the three 

major stages in oil recovery [2]. Many studies have suggested that nanofluids or nanoparticles could 

significantly aid EOR [2]. Thermal conductivity, dynamic viscosity, and other physicochemical 

parameters are available in nanofluids [13].  

The dynamic viscosity of nanofluids, on the other hand, is addressed in this study because it impacts 

nanofluid flow across porous media [13]. The temperature of the nanofluids, the size of the 

nanoparticles, and the volume fraction of the nanofluids are all factors that influence dynamic viscosity. 

These three variables have been the subject of numerous studies [3,4,5]. The researchers mostly 

employed multilayer-perceptron as their Neural Network of choice. According to Ahmadi et al [3,4] and 

Ramezanizadeh at al [5,] this Neural Network can mimic dynamic viscosity with reasonable accuracy. 

The use of multilayer-perceptron, random forest have been reported in the literature. However, 

almost no literature available on the application of GNN on the dynamic viscosity of nanofluids. This 

research will investigate the possibility of using GNN for nanofluid-related problems. Here, we 

develop a GNN algorithm to model dynamic viscosity for a given nanofluid. We first introduce the 



 

proposed GraphSAGE method, then we present the designed algorithm. Lastly results and 

discussions are presented.   

2.  Method  

A multilayer perceptron is used as the main foundation for simulation of nanofluids in this study. 

2.1.  Levenberg-Marquardt algorithm 

The steepest descent method and Gauss-algorithm Newton's are combined in the Levenberg-

Marquardt training algorithm. Fortunately, it inherits the steepest descent method's stability as well as 

Gauss-fast Newton's method's convergence [10]. The basic process of the Levenberg-Marquardt method 

is represented in Figure 1. It begins by training the complex curvature, then switches to the steepest 

descent approach and calculates until a significant quadratic approximation is obtained. It then used 

Gauss-approach Newton's to approximate its convergences after obtaining the quadratic curvature. 

 

 

Figure 1. Basic flow of Levenberg-Marquardt method 

To use the Levenberg-Marquardt training algorithm in neural network training, you'll need to know 

how to generate the Jacobian matrix and iteratively rearrange the training phase to update the weight. 

Node y is depicted as a variable element in Figure 2. 

 

Figure 2. Connection of neuron j with the rest of the network 

Because it might be perceived as either an input or an output from another neuron. yij is the output 

node in Figure 2, and it is calculated using 

𝑦𝑗 = 𝑓𝑗(𝑛𝑒𝑡𝑗). (1) 

Where fj is the activation function of neuron j, and netj is defined as 

𝑛𝑒𝑡𝑗 = ∑ 𝑤𝑗,𝑖𝑦𝑗,𝑖 + 𝑤𝑗,0

𝑛𝑖

𝑖=1

, (2) 



 

and yij is the i'th input node of neuron j weighted by wij, and wj,0 is bias weight of neuron j. From Eq. (1), 

the derivative of netj is 

𝛿𝑛𝑒𝑡𝑗

𝛿𝑤𝑖,𝑗

= 𝑦𝑖,𝑗 , 
(3) 

and the slope fj is 

𝑠𝑗 =
𝛿𝑦𝑗

𝛿𝑛𝑒𝑡𝑗

=
𝛿𝑓𝑗(𝑛𝑒𝑡𝑗)

𝛿𝑛𝑒𝑡𝑗

. (4) 

Between the output node, yj, and network output, om, there is a complex nonlinear relationship. The 

relationship is 

𝑜𝑚 = 𝐹𝑚,𝑗(𝑦𝑗), (5) 

which obtains 

𝛿𝑜𝑚

𝛿𝑦𝑗

= 𝐹𝑚,𝑗
′ (𝑦𝑗). (6) 

The complexity of this nonlinear function Fm,j(yj) depends on how many other neurons between 

neuron j and output m. If neuron j is at network output m, then om=yj and F’m,j(yj)=1. Elements of the 

Jacobian matrix are 

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑗,𝑖

=
𝛿(𝑑𝑝,𝑚 − 𝑜𝑝,𝑚)

𝛿𝑤𝑗,𝑖

= −
𝛿𝑜𝑝,𝑚

𝛿𝑤𝑗,𝑖

= −
𝛿𝑜𝑝,𝑚

𝛿𝑦𝑗

𝛿𝑦𝑗

𝛿𝑛𝑒𝑡𝑗

𝛿𝑛𝑒𝑡𝑗

𝛿𝑤𝑗,𝑖

 (7) 

Combining Eq (4) to Eq (7) yeilds 

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑗,𝑖

= −𝐹𝑚,𝑗
′ 𝑠𝑗𝑦𝑗,𝑖 . (8) 

Let  

𝐸𝜑𝑚,𝑗 = 𝑠𝑗𝐹𝑚,𝑗
′ . (9) 

the element of the Jacobian matrix can be found by substituting Eq (9) in Eq (8). We obtain 

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑗,𝑖

= −𝜑𝑚,𝑗𝑦𝑗,𝑖, (10) 

whereby yij is determined by forward propagation (inputs to output), and φm,j is calculated from 

backward propagation (output to inputs). At output neuron, m, when, j=m, we found out that φm,j=sm. 

2.2.  Training process for the neural network using Levenberg-Marquardt algorithm 

The training process is represented in  and described as follows. 

 



 

 

Figure 3. Training process with Levenberg-Marquardt algorithm (update rule) 

 

i. The initial weight is randomly generated, and the total error (SSE) is evaluated. 

ii. Then, weight updates as directed by Eq. 3.24. 

iii. With the new weight, do another evaluation of total error. 

iv. If the current error is increased as a result of the update, then retract the step (such as reset the 

weight vector to the previous value) and increase the combination coefficient µ by a factor of 10 

or by some other factor. Then go to step (ii) and try to update again. 

v. If the current error is decreased as a result of the update, then accept the step (such as keeping 

the new weight) and decrease the combination coefficient by some factor or by the same step as 

step (iv). 

vi. Go to step (ii) with the new weight until the total error is smaller than the required value. 

2.3.  Artificial Neural Network modeling structure 

Neural network (NN) is a model that is driven by data. [17,18] This means that in order to model the 

dynamic viscosity of nanofluids, experimental data is required. This study relies on publicly available 

data. There are approximately 520 data points gathered from the literature. 

The data is separated into three sections at random: training, validation, and testing. They are split 

into three groups: 70% for training, 15% for validation, and 15% for testing. The concentration and 

temperature of the nanofluids, and the size of nanoparticles are the model’s inputs and the dynamic 

viscosity of the nanofluids is the model's output. 

For each hidden layer, there are 17 hidden neurons. The sigmoid function, or tanh(x), is employed 

as a transfer function. The transfer function [17,18] is a function that connects input and output. The 

created neural network is shown in Figure 4. 



 

 

Figure 4. A three-layer network for modelling with 3-17-1 arrangements 

 

quation depicts the relationship between weight, bias input, and output values in the neuron. 

𝑦 = [𝐿𝑊]1×17 × tanh([𝐼𝑊]17×3 × [𝐼]3×1 + 𝑏1) + 𝑏2. (11) 

The Jacobian matrix is the most significant part of the Levenberg-Marquardt training algorithm. The 

unknowns yi and j can be determined using forward and backward propagation techniques, 

respectively. 

3.  Results and Discussion 

This section discusses the model's effectiveness. The correlation coefficient and mean square error 

are calculated using ANN. For the simulation, 17 hidden neurons were used. This is due to the fact 

that  mean square error, or error evaluation, is the smallest feasible when compared to another number 

of neurons. The ANN algorithm then is applied to determine the dynamic viscosity of nanofluids. 

3.1.  ANN Analysis  

The R-squared and MSE values achieved during the model development are listed in Table 1. The R-

squared is used as a criterion for finding the best hidden neurons. The model has a maximum R2 value 

of 0.9983 for training, 0.9847 for validation, and 0.9821 for testing at 17 neurons. When compared to 

another number of hidden neurons, all the values approach to 1. The lowest mean square error values 

for 17 hidden neurons was 0.0078 for training, 0.1124 for validation, and 0.0597 for testing. The 

minimal errors are indications of an efficient performance of the network. 

The correlation between the variables in the model is shown in Table 2. Viscosity is the desired 

result. Temperature and viscosity have a negative correlation of -0.2061. Size and viscosity have a 

correlation of 0.0570. The volume fraction and viscosity have a correlation of 0.5131. There is a low 

correlation (less than 0.5) between all of the variables. Cook [19] said in his literature review that 

minimal correlations between data ensure that the L-M algorithm operates well, while highly correlated 

data degrades network performance. 

Table 1. R-squared value and MSE value for hidden neuron 

 
R-squared MSE  
Training Validation Testing Training Validation Testing 

12 0.4967 0.6991 0.5767 2.2558 0.3886 1.3101 

13 0.6934 0.7001 0.5608 1.1483 0.7993 2.4749 

14 0.7034 0.7256 0.6019 1.1174 1.2448 1.4527 

15 0.8523 0.8704 0.4178 0.3724 0.3669 6.1665 

16 0.7315 0.4837 0.8081 0.9214 4.065 0.2405 

17 0.9983 0.9847 0.9821 0.0078 0.1124 0.0597 

18 0.6111 0.5411 0.6594 1.6994 0.5324 1.1495 

19 0.672 0.9141 0.7869 1.4329 0.6144 0.4194 

20 0.7133 0.5672 0.6876 0.9974 1.07 2.3688 



 

Table 2. Correlation table between the variables used in the model 

 
Temperature Size Volume fraction Viscosity 

Temperature 1.0000 0.1774 0.0121 -0.2061 

Size 0.1774 1.0000 -0.0307 0.0570 

Volume 

fraction 

0.0121 -0.0307 1.0000 0.5131 

Viscosity -0.2061 0.0570 0.5131 1.0000 

 

During the training procedure, the mean square error diagram is shown in Figure 5. The MSE is 

significant since it tells the network when it's time to cease training (stopping point). The curve is 

formed by taking into account the amount of training stage iterations. The training phase's error 

evaluation is identical to the testing and validation stages'. When the validation error starts to climb, the 

training period will come to an end. At the 86th iteration, the most generalisations occur. The training 

phase is configured to end when the validation error hits a minimum value, as this will increase 

generalisations and reduce overfitting. Overfitting, on the other hand, isn't a major worry because the 

MSE is roughly equal. 

The regression lines in Figure 6 depicts the correlation between the expected and actual data. When 

the coefficient is close to 1, the correlation between the predicted and actual value is higher. The R-

squared value for the training phase is 0.9983, 0.9847 for the validation phase, and 0.9821 for the testing 

phase. Because these numbers are all near to one, the model can be used to estimate the dynamic 

viscosity of nanofluids. 

 

 

Figure 5. Mean square error diagram on which training process occurs 

 



 

 

Figure 6. Regression line for the training set, validation set, and testing set 

 

3.2.  Dynamic Viscosity of Nanofluids 

The dynamic viscosity of nanofluids is determined after the ANN model has been trained. It is made 

to prove whether or not the model has been properly trained. The result can provide insight into the 

dynamicity of nanofluid viscosity in relation to other parameters such as the influence of nanofluid 

temperature, volume, and nanoparticle size. The properties of nanofluids as they flow through porous 

media are also collected. 

The graph of volume fraction versus viscosity for 0.01% -13% is shown in Figure 7. From 0.01 

percent of volume fraction until about 5% of volume fraction, the curve remains pretty steady. This 

indicates that the volume percentage in that range has a minor impact on viscosity. From 5% to 10% 

volume fraction, the viscosity of the curve continuously increases. This suggests that the nanofluids' 

viscosity is influenced by the volume fraction in that region. From 10% to 13% volume fraction, the 

curve significantly increases with respect to viscosity. As a result, viscosity is affected by the volume 

fraction in that range. As a result, the hypothesis that an increase in volume fraction leads to an increase 

in nanofluid viscosity is confirmed. 

The curve of viscosity vs. temperature is shown in Figure 8 . When the temperature is between 25 

and 70 degrees Celsius, the viscosity reduces as the temperature rises, supporting Lee J.H et al.'s[20] 

assertion. When the temperature is between 70 and 150 degrees Celsius, a significant increase in 

viscosity is observed as the temperature rises. There is a point at which the viscosity increases as the 

temperature rises. The hysteresis phenomenon is the name for this effect [23]. 

The relationship between viscosity and size is depicted in Figure 9. Nanoparticles with sizes of 

12,30,31,37,48, and 99nm were utilised. The size of nanoparticles and the viscosity of the nanofluid have 

almost no relationship. This means that particle size has no effect on the viscosity of nanofluids, as it 

neither raises nor decreases it. These findings support the findings of Pastoriza-Gallego et al. [22], who 

found that nanoparticle size is insignificant. 

 



 

 

Figure 7. Viscosity vs. volume fraction 

 

 

Figure 8. Viscosity vs temperature  

 

 

Figure 9. Viscosity vs size 

 

3.3.  Comparison between Actual and Simulated Data and Error Analysis 

A comparison of calculated and real values is presented in this section. The aim is to determine how 

close they are in terms of inaccuracy. The relative error between the calculated and real numbers is 

determined during the error analysis. This is how to determine the mean relative error. 
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𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 % =  
|𝑑𝑎𝑡𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑑𝑎𝑡𝑎𝑎𝑐𝑡𝑢𝑎𝑙|

𝑑𝑎𝑡𝑎𝑎𝑐𝑡𝑢𝑎𝑙

× 100 (12) 

𝑀𝑒𝑎𝑛 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 % =
∑ 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 %

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑎𝑡𝑎
 

(13) 

The contrast between actual and calculated data is shown in Figure 10. Actual and computed data 

are in close proximity to one another. To put it another way, the calculated data and the real data are 

closely connected. This indicates that the model has been thoroughly trained and is capable of 

simulating the dynamic viscosity of nanofluids. 

The regression line is drawn between the actual and calculated data in Figure 11. The data have a 

correlation coefficient of 0.9963. The higher the correlation, the closer the value is to 1. The range of 

inaccuracy between real and estimated data is shown in Figure 12. The majority of the errors are under 

ten percent, with the greatest inaccuracy being over forty percent. Table 3 demonstrates that the mean 

relative error for this model is just 4%, which is acceptable given the MSE values of 0.0078, 0.1124, and 

0.0597 for training, validation, and testing, respectively. 

 

 

Figure 10. Comparison between actual data and simulated data 

 

 

Figure 11. Regression line between actual data and simulated data 
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Figure 12. Range of error between actual data and simulated data 

 

Table 3. Mean relative error between the simulated and actual data 
 

ANN-MLP 

Mean Relative Error (%) 4.098634493 

4.  Conclusions 

In this study, ANN-MLP was used to develop a formula for estimating the dynamic viscosity of 

nanofluids by taking into account the temperature, volume fraction, and size of nanofluids as input 

variables. The highest R2 values were found with 17 hidden neurons: 0.9983 for training, 0.9847 for 

validation, and 0.9821 for testing. Size showed the lowest correlation with viscosity, with 0.0570, and 

volume fraction had the highest correlation, with 0.5131. Temperature and viscosity had a negative 

correlation of -0.2061. As a result, they all showed small correlations, indicating that the network is 

performing efficiently. Furthermore, simulation data obtained by the ANN algorithm was compared 

with actual data. The actual and estimated data represented a correlation value of 0.9963. The dynamic 

viscosity of nanofluids can be simulated using this approach. The average relative error, according to 

the error analysis, was 4.098%, indicating that the network is well-trained and capable of calculating 

viscosity. 
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